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- CERN is the world's largest particle physics centre

- Particle physics is about:
- elementary particles which all matter in the 

                Universe is made of 
- fundamental forces which hold matter together

- Particles physics requires:
- Accelerators, huge machines able to speed up 

particles to very high energies before colliding 
them into other particles

- Detectors, massive instruments which register 
the particles produced when the accelerated 
particles collide 

CERN is:
­~ 2500 staff scientists 
(physicists, engineers, 
…)
­ Some 6500 visiting 
scientists (half of the 
world's particle 
physicists) 

They come from 
500 universities 
representing  

80 nationalities. 
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Mont Blanc, 4810 m

Geneva ­ Switzerland

8.4km
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- Physicists smash particles into each other to:
- identify their components
- create new particles
- reveal the nature of the interactions between them
- create an environment similar to the one present at

                the origin of our Universe

- What for?  To answer fundamental questions like: 
how did the Universe begin?  What is the origin of mass? 
What is the nature of antimatter?



CERN
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- CERN has made many important discoveries, but our 
current understanding of the Universe is still incomplete! 

- Higher energy collisions are the key to further discoveries 
of more massive particles (E=mc2)

- One particle predicted by theorists remains elusive: the 
Higgs boson
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Large Hadron Collider
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- To answer questions still open, CERN is building the 
Large Hadron Collider (LHC) 

- The LHC will be the most powerful instrument ever 
built to investigate elementary particles

- If the Higgs boson exists, the LHC will almost certainly 
find it



LHC

- LHC will collide beams of protons at an energy of 14 TeV

- Using the latest super-conducting technologies, it will 
operate at about – 2700C, just above absolute zero of 
temperature. 

- With its 27 km circumference, the accelerator will be the 
largest superconducting installation in the world.

LHC is due to 

switch on in 2008 

Four experiments, 
with detectors as 
‘big as cathedrals’:
 ALICE
ATLAS
CMS
LHCb

CMS LHCb ATLAS ALICE
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12

- A particle collision = an event

- Physicist's goal is to count, trace and characterize all the 
particles produced and fully reconstruct the process. 

- Among all tracks, the presence of “special shapes” is the 
sign for the occurrence of interesting interactions.



LHC
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One way to find the Higgs boson: 
look for characteristic decay  pattern producing 4 muons
Starting from this event… 

We are looking for this “signature”

Selectivity: 1 in 1013 

Like looking for 1 
person in a thousand 
world populations!

Or for a needle in 20 
million haystacks!



LHC data challange
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- 40 million collisions per second

- After filtering, 100 collisions of interest per 
second

- A Megabyte of data digitised for each collision 
= recording rate  of 0.1 Gigabytes/sec

- 1010 collisions recorded each year 
= 10  Petabytes/year of data 

1 Megabyte (1MB)
A digital photo 

1 Gigabyte (1GB) 
= 1000MB
A DVD movie

1 Terabyte (1TB)
= 1000GB
World annual 
book production 

1 Petabyte (1PB)
= 1000TB
Annual production of 
one LHC experiment 

1 Exabyte (1EB)
= 1000 PB
World annual 
information production 



LHC data processing
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- Simulation: start from theory and detector characteristics 
and compute what detector should have seen

- Reconstruction: transform signals from the detector to 
physical properties (energies, charge of particles, ..)

- Analysis: Find collisions with similar features, use of 
complex algorithms to extract physics…
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LCG
LHC Computing Grid
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LCG: the LHC Computing Grid
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 CERN – November 2006 

- The Grid is a virtual computing 
service uniting the world wide 
computing resources of particle 
physics 

- The Grid provides the end users 
with seamless access to 
computing power, data storage, 
specialized services

- The Grid provides the computer 
service operation with the tools to 
manage the resources,  move the 
data around



LCG - Middleware
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The Grid relies on a special system software, the middleware, 
which:

- keeps track of the location of the data and the computing 
power

- balances the load on  various resources across the different 
sites

- provides common access methods to different data storage 
systems

- handles: authentication, security, monitoring, accounting
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LCG - Service Hierarchy
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Canada – Triumf (Vancouver)
France – IN2P3 (Lyon)
Germany – GRIDKA (Karlsruhe)
Italy – CNAF (Bologna)
Netherlands – SARA (Amsterdam)
Nordic countries – NDGF (distributed) 

Spain – PIC (Barcelona)
Taiwan – ASGC (Taipei)
UK – RAL  (Didcot)
US – FNAL  (Illinois)
US – BNL  (NY)

Tier-0: The accelerator centre:
- data acquisition and initial processing
- long-term data storage
- distribution of data to the Tier-1 centres

Tier-1s: data analysis and 
distribution
- managed mass storage
- grid enabled data services
- heavy data analysys

Tier-2s: ~130 centres in 35 countries
- end users analysis (where the discovers are made)
- simulations



LCG computing capabilities
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Tier0 Tier1s Tier2s

CPU (MSPECint2000s): 25 56 61

DISKS (Petabytes): 7 31 19

TAPES (Petabytes): 18 35



CERN Computer Centre
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Network backbone capacity: 2.4TB (will be 4.8TB in 2008)

Number of 10G interfaces: 500

Number of active servers: 6000

Electrical Power: 3MW

Cooling capacity: 3MW



CERN Firewall
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- Recently upgraded

- Statefull  inspection capacity: 2.2 Gbps

- High speed data transfer (stateless 
inspection): 40Gbps

- Fully redundant

PBR
Statefull
Firewall

CERN

Internet

Normal Traffic

Large volume 
data transfer



LCG - Current status
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Status at August 2007 
– Established the 10 Gigabit/sec optical network that 

interlinks CERN and the Tier-1 centres 
– Demonstrated data distribution from CERN to the Tier-1 

centres at 1.3 GByte/sec – the rate that will be needed in 
2008 

– ATLAS and CMS can each transfer 1 PetaByte of data 
per month between their computing centres 

– Running ~2 million jobs each month across the grid
– The distributed grid operation, set up during 2005, has 

reached maturity, with responsibility shared across 7 
sites in Europe, the US and Asia

– End-user analysis tools enabling “real physicists” to profit 
from this worldwide data-intensive computing 
environment



LHCOPN
LHC Optical Private Network
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LHCOPN
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- It's a network dedicated to the LCG traffic. 

- Connects the Tier0 centre with the 11 Tier1s.

- Provides the Tier1s with Tier1-Tier1 connectivity and 
redundant paths to the Tier0



LHCOPN status
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SURFnet

USLHCnet

GN2 p2p

Cross Border fiber

Not deployed yet

(thick) 10Gbps

(thin) 1Gbps

RAL █ █ █ █ 
AS 43475
130.246.179.0/24

GRIDKA  █ █ █ █
AS34878 
192.108.45.0/24
192.108.46.0/23

CNAF  █ █ █ █
AS137 
192.135.23.0/24
131.154.128.0/17

IN2P3 █ █ █ █
AS789 
193.48.99.0/24

NDGF █ █
AS39590
130.226.158.0/24
130.236.102.0/24
192.36.236.0/24
130.239.78.0/24
193.10.122.0/23
193.10.124.0/24

PIC █ █ █
AS43115
193.109.172.0/22
193.146.196.0/22
193.145.217.0/24

TRIUMF █
AS36391
206.12.1.0/24

FNAL  █
AS 3152 
131.225.2.0/24
131.225.160.0/24
131.225.188.0/22
131.225.204.0/22

BNL  █
AS43 
130.199.185.0/24
130.199.48.0/23
192.12.15.0/24

SARA  █ █ █
AS1126
145.100.32.0/22

CERN █ █ █ █
 AS513 

128.142.128.0/17

Local NREN

█ = Alice  █ = Atlas  █ = CMS  █ = LHCb

ASGC █ █
AS24167 
117.103.96.0/20
140.109.98.0/24
140.109.102.0/24
202.169.168.0/22



LHCOPN - Routing

CERN
LCG

backbone

CERN
Campus

backbone
Internet

LHCOPN

Default

D
ef

au
lt

T1s' prefixes

Default

T0's prefix

All CERN's prefixes

T1

LHCOPN host

Not LHCOPN host

LHCOPN host

Stateful firewall

ACLs

Not LHCOPN host

LHCOPN host to LHCOPN host

T0's LHCOPN host to T1's not LHCOPN host

T0's not LHCOPN host to T1's LHCOPN host

Default

Routing must be symmetric



LHCOPN traffic
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LHCOPN - Multivendor
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- Routing: Cisco, Force10, Juniper,  Nortel

- Transmission: Alcatel-Lucent, Ciena, Huawei, Nortel, 
Sorrento 



Geant2
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- Geant2 provides the LHCOPN with nine 10Gbps circuits

- It is an active member of the LHCOPN engineering  
group

- CERN hosts the Swiss Geant2 PoP



Perfsonar
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Operations: E2ECU and ENOC
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Tier2s
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Traffic among Tier1s and Tier2s goes outside 
the LHCOPN, via NREN backbones (GN2, 
Esnet, Abilene...) or direct links.

The CERN Tier1 is directly connected with 
Moscow (1Geth provided by Surfnet and 
RIPN), Mumbai (1Geth provided by Surfnet 
and Flag).
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- Network and computing are parts of 
the big LHC instrument.

- June 2008: starts of LHC

- LCG ready for physics



Thank you
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