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LHC: the Large Hadron Collider
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LHC data
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- 40 million collisions per second, of which only 
few hundreds will be kept

- 3-4 MB of data for each collision

- The four LHC experiments will generate over 
10 Peta bytes of data per year [Peta = 1015]

- The data analysis will require more than 
100,000 of today's best CPUs.



LCG: LHC Computing Grid
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LCG: the Tier model
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Tier-0 – the accelerator centre
- CERN
- Data acquisition and pre-processing
- Long-term data storage
- Distribution of data to Tier-1 centres

Tier-1 - data processing and distribution
- 11 computer centres directly connected to CERN
- Managed Mass Storage
- Grid-enabled data service
- Heavy data analysis

Tier-2
- more than one hundred centres around the world
- Simulation
- End-user analysis 
- batch and interactive



CERN LCG 
Tier0

The CERN network
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Tier1 centers Internet

Tier2 centers
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CERN WAN
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CERN Firewall
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Experiments
Alice-  Atlas - CMS - LHCb Users – Services

LHCOPN 
110Gbps
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Challenges
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Allow easy sharing of data and services with 
any location on the Internet, but still guarantee 

protection and security

High throughput for the LCG and the hosted 
scientific community

Finite budget



Hardware requirements 

Bandwidth, Reliability, Flexibility:

- at least 2Gbps of stateful inspection for generic 
traffic 

- at least 20Gbps for high speed data transfer

- fully redundant system

- flexibility to add security features (IDS, tapping, 
throttling....)
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Security requirements 

Fine granularity, Full monitoring:

- possibility to filter down to the TCP/UDP port of 
every single host 

- inspection of all the generic traffic

- full information about flows

- offload of well defined and trusted traffic
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Architecture characteristics
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Network
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Keys:



Management framework requirements 

Integrated, Automated, Flexible:

- fully integrated with the existing Network 
Management System and the Network Database

- hardware independent

- architecture independent

- automatic updates
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Architecture
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Traffic flows
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r01ext

r01gpn

r01fwsf01fws

r02ext

r02gpn

r02fws f02fws

CERN Campus
Network

Internet

Normal Traffic

Large volume 
data transfer



OSPF (WAN network instance)

OSPF (Campus network instance)

18

r01ext

r01gpn

r01fwsf01fws

r02ext

r02gpn

r02fws f02fws

CERN Campus
Network

Internet

Routing: OSPF

Generate default 
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eBGP peerings
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CERN Campus
Network

Internet

Routing: BGP
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r02fws f02fws
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r01ext

r01gpn

r01fwsf01fws

r02ext

r02gpn

r02fws f02fws

CERN Campus
Network

Internet

Routing: Policy Based

Only policy routed 
traffic can leave 

CERN

Policy Routed traffic

Keys:

Routed traffic

No default route to 
the Internet

same policies as 
of r01fws
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Gate

The Gate model
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Router
Domain

(Left)
Domain
(Right)

Router

Firewall

Interface Filter
(filter characteristics)

Router

Filter
- rule
- rule
- rule

Filter
- rule
- rule
- rule

Filter
- rule
- rule
- rule



The Database schema
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Gate
id (PK)
name
description
domain_left (FK)
domain_right (FK)
suspended

Interface_filter
id (PK)
filter_id (FK)
gate_id (FK)
interface_id (FK)
acl_name
direction
facing_domain

Gate_device
id (PK)
gate_id (FK)
device_id (FK)

Filter
id (PK)
filter_name
filter_type
filter_status
responsible
next_hop (FK)

Rule
id (PK)
filter_id (FK)
source_address (FK)
source_set (FK)
destination_address (FK)
destination_set (FK)
protocol_id (FK)
action
src_start_port
src_last_port
dst_start_port
dst_last_port
icmp_type
flag_logging
flag_established
flag_neq
sequence_number
requestor (FK)
approver (FK)
date_creation
date_expiration
comments



Gates

Gates framework's components
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Network
DB

CSDBweb:
- Gate
- Interface filters
- Filters
- Rules

Network/register
User requests

Configuration manager
- create final configurations
- applied every 15 minutes

Experts:
- Network engineers 
- Security team
- Gate managers 

- End users for firewall requests
- Security team for approvals
- Sets managers

Experts:
- Network engineers
- Security team 



CSDBweb Gates
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Web interface to define the Gate, its 
Interface filters, Filters and Rules.

Developed in Java

For expert user



Gate
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Interface Filter
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Filter
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Rule
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http://Network/Register

Web form to request firewall openings.

Developed in Java

For end users



Network/register for End-Users

End Users can request firewall openings for their devices:
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Network/register for End-Users
Standards request might be approved more quickly
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Network/register for End-Users
Any request can be submitted:
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Approval procedure

2 - Request sent 
to Security 
Team
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1 – User fills the request form

4 -  Rule inserted in the Network Database

5 -  Rule configured 
in the Gate

3 -  Request denied - User notified

3 -  Request approved – 
User notified



Network/register for End-Users
Users can check their current firewall openings
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Network/register for Set Managers
Set-managers can control their sets and have firewall 
openings automatically applied:
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Sets are also managed 
using SOAP interfaces.



cfmgr-gates creates and applies the 
configuration

Developed in Perl

For expert users

Configuration manager



cfmgr-gates

Every 15 minutes:

- extracts all the Gate information and rules from the 
Network Database 

- builds the configurations for all the devices

- optimizes access lists

- checks consistency

- estimates hardware resource utilization 

- if everything is OK, automatically downloads every 
configuration that needs to be updated
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ACL's memory depletion
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Powerful software framework with almost no 
limitation in term of number of rules, but the 
policies have to be implemented in real 
hardware  

cfmgr gate check> aclresources

*** Routers ACL resource consumption ***

 Router  Used resources                                  

 F01FWS  ACL entries 3831 (5%)
 F02FWS  ACL entries 3831 (5%)
 R01EXT  Masks 1008 (24%), entries 3775 (11%), LOUs 18 (14%)
 R02EXT  Masks 1008 (24%), entries 3775 (11%), LOUs 18 (14%)



ACL's memory depletion (2)
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Caution: depending on the hardware, some ACL 

operators can use a huge amount of ACLs memory:

30 lines like this:

permit tcp src range 2000-20000 dst range 2000-10000 

can use all the available  memory



PBR and CPU utilization
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Caution: some policy operators are executed in 

the Route Processor's CPU and not in the line 

cards' network processor (and such behavior is 

not always documented).



Other BGP configurations
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Several possibilities:

eBGP: 
- public AS in the WAN network, private AS in the Campus.

- BGP confederation.

pro: eBGP requires less peerings

cons: too many changes in the live WAN network

iBGP:
pro: easily implemented in the live network

cons: many more peerings, the full-mesh must be preserved
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Conclusions

Stateful firewall 

- ready for increasing traffic load

- easily expandable when the market will be ready

Overall bandwidth 

- matches the CERN Internet connectivity

- can scale beyond 80Gbps

Management framework

- fully use of the Network database

- manages any gate

Automatic Gate updates

- in case of any change in the database

A complex system that makes everybody's life simpler
46



Questions?


