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Abstract

Wide area network testbeds allow researchers and engineers to test out new equipment, protocols and services in real-life
situations, without jeopardizing the stability and reliability of production networks. The Data TransAtlantic Grid (DataTAG)
testbed, deployed in 2002 between CERN, Geneva, Switzerland and StarLight, Chicago, IL, USA, is probably the largest testbed
built to date. Jointly managed by CERN and Caltech, it is funded by the European Commission, the U.S. Department of Energy
and the U.S. National Science Foundation. The main objectives of this testbed are to improve the Grid community’s understanding
of the networking issues posed by data-intensive Grid applications over transoceanic gigabit networks, design and develop new
Grid middleware services, and improve the interoperability of European and U.S. Grid applications in High-Energy and Nuclear
Physics. In this paper, we give an overview of this testbed, describe its various topologies over time, and summarize the main
lessons learned after two years of operation.
© 2004 The European Organization for Nuclear Research (CERN). Published by Elsevier B.V. All rights reserved.
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. Introduction

Testbeds in general, and Wide Area Network (WAN)
estbeds in particular, are not a novel idea. The key
otivation for using them is the complete freedom to
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deploy and test new hardware (network devices or
systems), middleware and software to find the thr
olds where they break, and the possibility to make
quent changes at short notice. Doing so is gene
impossible, or at best very impractical, in produc
environments. Testbeds are there to be broken by p
ing technologies and new ideas to their limits, whe
production infrastructures must provide stable and
pendable services.

The experience gained with testbeds is very prec
to shape and design future production infrastructu
At an early stage of a project’s lifecycle, they give
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sight as to where the real technological and architec-
tural problems lie. Correcting mistakes once a large
infrastructure has been deployed and put into produc-
tion can be immensely expensive; testbeds are a proven
way to avoid making such mistakes in the first place.
Network testbeds therefore complement test laborato-
ries: once new equipment, protocols and services have
been simulated, emulated, or tested in the laboratory,
they can be tested out and thoroughly debugged in a
testbed until they are ready for production. Although
this cannot guarantee the safe deployment of new ser-
vices across operational networks (because each net-
work has its idiosyncrasies), it does definitely improve
the confidence that engineers can place in them prior to
large-scale deployment in a production environment.

The Data TransAtlantic Grid (DataTAG) testbed
was jointly financed by European and U.S. govern-
ment agencies. The European contribution was funded
by the FP5/IST Program of the European Commission
(DataTAG project, grant IST-2001-32459)[1]. This
project ran from 1 January 2002 to 31 March 2004 and
brought together five leading research organizations in
the Grid networking community: the European Orga-
nization for Nuclear Research (CERN) in Switzerland,
the National Institute for Nuclear Physics (INFN) in
Italy, the National Institute for Research in Computer
Science and Control (INRIA) in France, the Particle
Physics and Astronomy Research Council (PPARC)
in UK, and University of Amsterdam (UvA) in The
Netherlands.
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or alternatives to TCP, the Transmission Control Pro-
tocol), Quality of Service (QoS), advance reservation
and network monitoring; software people designed and
developed new Grid middleware services, and consid-
erably improved the interoperability of Grid applica-
tions developed on both sides of the Atlantic in the field
of High-Energy and Nuclear Physics (HENP). These
applications are primarily destined for analyzing the
PetaBytes of data that will be generated by the Large
Hadron Collider (LHC) under construction at CERN,
trying to discover the Higgs boson[2].

In order to meet this objective, a flexible multi-
vendor testbed was made available to all project mem-
bers as well as a number of partner organizations. This
testbed offered various layers-1, layer-2, and layer-3
network topologies. The results gathered during the
DataTAG project were immense, as demonstrated by
this special issue, and the need to fund such a testbed
was demonstrated.

The rest of this paper is organized as follows. In
Section2, we define the terminology used in this paper
and make a case for WAN testbeds. In Section3, we re-
view the main characteristics of the DataTAG testbed.
In Section4, we describe the different topologies of
the testbed during its lifetime. In Section5, we out-
line how the DataTAG testbed is interconnected with
other research and education networks. In Section6,
we present the Internet2 land-speed records that were
beaten several times using this testbed. In Section7, we
sum up the main lessons learned during the DataTAG
p ts
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The U.S. contribution was funded by the U
epartment of Energy (DoE)—grant DE-FG03-
R40701, won by the California Institute of Tec
ology (Caltech)—and the U.S. National Scie
oundation—grant ANI 9730202, won by the El

ronic Visualization Lab (EVL) at University of Illinoi
n Chicago (UIC). The testbed was operated jointly
ERN and Caltech, with staff from both organizati

ocated at CERN.
The main goal of the DataTAG testbed was to

rease the Grid community’s knowledge and un
tanding of how to leverage long-distance gigabit
orks in data-intensive Grid environments. On the
ineering side, this included deployment aspects,

o-day operation, reservations of specific equipmen
imited groups of users, and frequent upgrades or
guration changes. On the research side, networ
eople worked on fast transport protocols (variant
roject. In Sections8 and 9, we give future prospec
nd study related work. Finally, we present conclud
emarks and directions for future work in Section10.

. Terminology and requirements

Before delving into the details of the DataTA
estbed, let us define a terminology and identify s
equirements for WAN testbeds.

.1. Terminology

Throughout this paper, testbedusersare researche
r engineers using the testbed as a facility, whe

estbedadministratorsare people in charge of oper
ng the testbed.

When we talk about layer-1, layer-2, and laye
e refer to the seven-layer Open Systems Intercon
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tion (OSI) reference model[3]. In a layer-1 testbed,
devices are interconnected by multiplexers; in alayer-
2 testbed, by switches or bridges; in alayer-3 testbed,
by routers. The distinction between different flavors of
testbeds is not always straightforward, however, as a
layer-1 testbed typically also supports Gigabit Ether-
net attachments, in much the same way as a layer-2
switch or a layer-3 router. So, the difference between a
layer-1, a layer-2, and a layer-3 testbed primarily has
to do with (i) the way in which Ethernet frames are for-
warded and (ii) the resulting delay, jitter and packet loss
rate. Synchronous Optical Network/Synchronous Dig-
ital Hierarchy (SONET/SDH) multiplexers are charac-
terized by a low latency: Ethernet frames are transmit-
ted on-the-fly. In a layer-2 switch, conversely, Ethernet
frames are stored and forwarded, so latency is higher.
In a layer-3 router, the processing that needs to be done
on IP headers increases latency even more.

A testbed can have a specific focus, e.g., Quality of
Service (QoS) or Bandwidth on Demand (BoD). Alter-
natively, it can have a very general purpose such as“en-
abling work on advanced networking”, which includes
IPv4, IPv6, Virtual Private Networks (VPNs), etc.

A testbed can benative (e.g., transparent
SONET/SDH circuits, also known asoptical wavesor
lambdas) oremulated(e.g., a layer-2 VPN over a layer-
3 transport network).

Testbeds can encompass single or multiple tech-
nologies (in the latter case, they are calledhybrid).
They can also beconcatenatedin order to extend their
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allow users and administrators to test out the maximum
number of topologies and scenarios. This is particularly
important when people have limited a priori knowledge
when they start a new project.

2.2.2. Requirement 2
A WAN testbed should bedynamic. It should be

able to meet the fast changing requirements of users
and evolve quickly in order to stay at the forefront of
commercially available technologies (sometimes even
using equipment still in beta-test, prior to large-scale
distribution).

2.2.3. Requirement 3
It should be possible to partition a large testbed into

meaningful smaller parts, giving simultaneous and in-
dependent access to different users. This is of particular
interest in multi-vendor testbeds, where users often do
not require access to all the equipment at the same time.

2.2.4. Requirement 4
A testbed should provide exclusive access to inde-

pendently managed parts of it via an advance reserva-
tion application.

2.2.5. Requirement 5
Ideally, a WAN testbed should provide a layer-1 in-

terface (i.e., at the optical layer) in order to allow the
connection of any layer-2 (switch) or layer-3 (router)
devices. In case a layer-1 testbed is not practical, a
l e as
l ow-
e ided
b ; e.g.,
t bit/s
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each as well as their capabilities. For example, vi
xtensions across Abilene, GÉANT and national re
earch and education networks such as GARR in
he DataTAG testbed evolved over time from a na
estbed to a concatenated hybrid testbed.

.2. Requirements

Among all the requests that we have received f
sers since the DataTAG testbed became operat
ve seem to be important requirements for future W
estbeds. It should be noted that there is no single
n this respect: a requirement in one user’s perspe

ay simply be a desirable feature in another’s.

.2.1. Requirement 1
A WAN testbed should beflexible. It should intro-

uce as few technical restrictions as possible in ord
ayer-2 testbed is still an acceptable compromis
ayer-2 switches are usually fairly transparent. H
ver, if possible, layer-3 testbeds should be avo
ecause they can introduce undesirable behaviors

he Juniper M160 routers in use across the 10 G
ÉANT backbone have the unpleasant “feature” o
rdering packets under heavy load (above 1 Gbit/s

. Main characteristics of the DataTAG testbed

In this section, we review the main technical a
rganizational characteristics of the DataTAG test

.1. Key technical characteristics

The DataTAG testbed has been at the forefron
AN technologies for two years. During this period
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main technical characteristics have been the following:

• High-speed 2.5 Gbit/s transatlantic optical wave-
length (lambda) between September 2002 and Au-
gust 2003, upgraded to 10 Gbit/s in September 2003.

• Between March 2003 and August 2003, transparent
transport of 1 Gbit/s Ethernet over a 2.5 Gbit/s opti-
cal circuit (Ethernet over SONET/SDH).

• Since September 2003, transparent transport of
10 Gbit/s Ethernet frames using a layer-2 emulation
solution based on Juniper layer-2 VPN technology,
which established DataTAG as the first transoceanic
testbed with native 10 Gbit/s Ethernet access capa-
bilities.

• Open1 multi-vendor layer-2 and layer-3 testbed with
equipment from Alcatel (1670 and 7770 RCP),
Chiaro/Enstara, Cisco (6506, 7606 and 7609), Ex-
treme (Summit 5i), Juniper (M10 and T320) and
Procket (8801).

• Given the requirement to provide native 10 Gbit/s
Ethernet capabilities and the lack of proven commer-
cial layer-1 or layer-2 products allowing the transport
of 10 Gbit/s Ethernet frames over 10 Gbit/s long-
distance optical wavelengths, a layer-2 emulation
solution based on Juniper T320 routers has been de-
ployed to transport 10 Gbit/s Ethernet.

• Thanks to a non-disclosure agreement between Cal-
tech, CERN, and Intel, the DataTAG project has been
able to pioneer the use of 10 Gbit/s Ethernet Network
Interface Cards (NICs) since January 2003. Subse-
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on the ITU-T’s G.709 recommendation[4], often
known asdigitalwrapper. Unlike today’s long-distance
telecommunication networks, which can only transport
SONET/SDH frames, these new WANs should also be
able to transport 1 Gbit/s Ethernet, 10 Gbit/s Ethernet,
and several other types of frames transparently.

At the outset, the DataTAG stakeholders decided to
build a multi-vendor testbed on top of a layer-2 Giga-
bit Ethernet transport network in order to get maximum
flexibility and transparency. Unfortunately, as commer-
cial deployment of G.709-enabled networks had not yet
happened (and still has not2), the only way to provide
native transatlantic layer-2 services was to use Ethernet
over SONET/SDH multiplexers.

The Generic Framing Procedure (GFP)[5], de-
fined by the Telecommunication Standardization Sec-
tor of the International Telecommunication Union
(ITU-T), specifies a standard low-latency method to
transport a Gigabit Ethernet signal transparently across
a SONET/SDH network. We could not find a suitable
GFP-capable multiplexer for phase 3 of the DataTAG
testbed, so we selected instead the Alcatel 1670, a mul-
tiplexer that can encapsulate 1 Gbit/s Ethernet frames
over SONET/SDH frames using a proprietary pre-
GFP encapsulation scheme. This enabled the DataTAG
testbed to qualify as a layer-1 testbed between March
2003 and August 2003 (see requirement 5 in Sec-
tion 2.2). Thanks to these multiplexers, a transpar-
ent bi-directional transatlantic 1 Gbit/s Ethernet bridge
was successfully built between the CERN Internet eX-
c ht
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quently, agreements between AMD, Caltech, CE
Microsoft, Newisys, and S2io allowed us to ha
early access to the latest server technologies a
beat Internet2 land-speed records (see Section6).
To the best of our knowledge, the DataTA
testbed was the first transoceanic testbed with
tive 10 Gbit/s Ethernet access capabilities.

.2. Ethernet over SONET/SDH versus G.709

The selection of Ethernet over SONET/SDH w
ot obvious and deserves a few explanations.

Next generation optical transport networks w
p to 40 Gbit/s capabilities are expected to be b

1 The word “open” reflects two facts: the testbed had the pote
o include equipment from any vendor, and it was available to a
ser community.
hange Point (CIXP)[6] in Geneva and the StarLig
7] Internet Exchange Point in Chicago. De facto,
rovided users with a distributed transatlantic Inte
xchange point.

Unfortunately, we could not find a similar so
ion during phase 4, when the testbed was oper
t 10 Gbit/s. Instead, we had to resort to layer-2 e

ation over a layer-3 network (see Section4.4).

.3. Key organizational characteristics

In addition to state-of-the-art equipment,
ataTAG testbed has provided users with two feat

2 Because of the crisis of the telecommunication industry, com
ial deployment of G.709 networks seems unlikely to happen b
007. Deployment across the Atlantic is probably even further a
iven the excess of bandwidth there.
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Fig. 1. DataTAG testbed, phase 1.

rarely found in large testbeds:

• It was the first time that a testbed of this size, with
such a variety of network equipment, high-end CPUs
and disk servers,3 was made available to a large com-
munity of researchers in such a rigorous and system-
atic manner.

• Access to the testbed was controlled by a sophisti-
cated reservation application that allowed users to
reserve all or part of the testbed in advance. This
allowed them to make “clean” measurements when
testing new protocols or services, without having to
worry about other users generating extraneous traffic
that could “pollute” their measurements.

These features were greatly appreciated by
DataTAG users and made it easier to conduct experi-
ments and performance evaluations in a scientific way.

4. Chronology of the DataTAG testbed

The DataTAG testbed became operational at the end
of August 2002, four months ahead of schedule, just in
time for the iGRID 2002[8] demonstrations in Ams-
terdam, The Netherlands. In total, four major phases
can be identified.

3 Dual Intel Xeon processors, 3.06 GHz, 2 GigaBytes (GB) of
R HP
R es
I

4.1. Phase 1: layer-1 and layer-2 (September
2002)

During the first phase, which lasted only one
month, the 2.5 Gbit/s DataTAG circuit was inte-
grated into the Amsterdam (NetherLight)–Chicago
(StarLight)–Geneva (CERN) 2.5 Gbit/s layer-1
triangle4. This triangle used SDH multiplexers (three
Cisco ONS 15454s) owned and operated by SURFnet
(the National Research and Education Network in The
Netherlands). In this layer-2 configuration, 1 Gbit/s
Ethernet paths could easily be created across the
Atlantic and also extended through CANARIE’s
infrastructure (CANARIE is the National Research
and Education Network in Canada).

This topology allowed us to establish a 12,000 km
lightpath between TRIUMF, Canada’s National Labo-
ratory for Particle and Nuclear Physics in Vancouver,
and CERN via Chicago and Amsterdam, and to demon-
strate transfers of TeraBytes (TB) of real physics data
at nearly 1 Gbit/s, a throughput never achieved before
then over such long distances (Fig. 1).

4.2. Phase 2: layer-2 and layer-3 (October
2002–Feburary 2003)

During the second phase, a fairly conservative con-
figuration was deployed using Cisco 7600 OSR routers
at both ends of the circuit. Nonetheless, this phase al-
lowed researchers to improve several variants of TCP
AM, SuperMicro X5DPE Motherboard (Intel E7501 chipset),
X2600, Dual Itanium2 1.5 GHz, 4 GB of RAM. 10 GbE interfac:

ntel Pro/10 GbE-LR.
 4 In 2003, this triangle was upgraded to 10 Gbit/s.
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Fig. 2. DataTAG testbed, phase 2 (simplified).

Fig. 3. DataTAG testbed, phase 3 (simplified).

by testing out development versions of their transport
protocols at a throughput well above 1 Gbit/s. In ad-
dition, for the first time at such as large scale, a na-
tive 2.5 Gbit/s circuit could be connected directly to
high-end servers5 each equipped with Intel’s brand
new 10 Gbit/s Ethernet NICs: the Intel Pro/10GbE-LR
(Fig. 2).

4.3. Phase 3: layer-1, layer-2 and layer-3 (March
2003–August 2003)

During the third phase, we deployed layer-1 and
layer-2 capabilities similar to those available across the
SURFnet circuits during phase 1. We also improved the
positioning of the DataTAG testbed as an open multi-
vendor testbed, with equipment from Alcatel, Cisco,
Extreme, and Juniper now fully used.

5 These high end servers have Dual Intel Xeon processors (2.4 GHz
with 512 k level-2 cache), SuperMicro P4DP8-G2 motherboards with
Intel E7500 chipsets, and 2 GB of RAM.

Having a feature-rich testbed, not restricted to the
limitations of a single supplier at any point in time,
proved to be a very fruitful and successful concept.
In particular, it allowed testbed users to compare the
Quality of Service (QoS) and IPv6 capabilities of var-
ious vendors, and verify the interoperability between
different Multi-Protocol Label Switching (MPLS)[9]
implementations (Fig. 3).

4.4. Phase 4: emulated layer-2 and layer-3
(September 2003–December 2004)

The DataTAG circuit was upgraded to 10 Gbit/s in
September 2003. We did not initially expect this to
happen so quickly, but new market conditions created
an opportunity that we could not miss. Given the lack
of commercial layer-1 products supporting 10 Gbit/s
Ethernet access at that time, a difficult technological
choice had to be made between layer-3 (router-based)
or layer-2 (switch-based) solutions.
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Fig. 4. DataTAG testbed, phase 4 (simplified).

In the summer 2003, Force10 was the only ven-
dor offering 10 Gbit/s Ethernet over WANs and sup-
porting the WAN–PHY option of the IEEE 802.3ae
standard[10]. However, interoperability with com-
mercial Wave Division Multiplexing (WDM) systems
across long-distance optical circuits had not yet been
demonstrated.6 Based on the successful layer-2 VPN
tests performed between CERN and INFN–CNAF
across the ǴEANT and GARR networks, we decided
to choose a solution relying on Juniper T320 routers at
both ends of the DataTAG circuit. This provided the re-
quired functionality at layer-2 and layer-3. In this con-
figuration, the multi-vendor DataTAG testbed included
equipment from Alcatel, Chiaro, Cisco, Extreme, Ju-
niper, and Procket (Fig. 4).

5. Interconnections and collaborations with
other networks

Since October 2002, the DataTAG testbed has had
directbroadband connections to the following testbeds
and research networks:

• GÉANT, the European research and education back-
bone.

• SURFnet, the national research and education net-
work in The Netherlands, and NetherLight, an Inter-
net exchange point located in Amsterdam.

• VTHD, an advanced next generation Internet testbed

joint
t .

• Abilene, a national backbone in the USA supporting
high-performance connectivity and Internet innova-
tion within the academic research community.

• CANARIE, the national research and education net-
work in Canada.

• Energy Sciences Network (ESnet), a high-speed net-
work in the U.S. used by thousands of DoE-funded
scientists and collaborators worldwide.

During several events (e.g., IST 2003, Telecom
2003, SC 2003, and WSIS 2003), the DataTAG testbed
was also temporarily connected to other networks and
facilities, including TeraGrid (a very large distributed
computing infrastructure) and OMNInet (the Ad-
vanced Optical Metro Network Initiative in Chicago).

Since its inception, the DataTAG testbed has had
indirectphysical connections to:

• INFN–CNAF, the INFN center of expertise in infor-
mation technology and telecommunications located
in Bologna, Italy.

• GARR, the Italian Research and Education Network.
• The Managed Bandwidth Next Generation

(MB–NG) project in UK, which aims at creating
a networking and Grid testbed focusing on ad-
vanced networking issues and interoperability of
administrative domains.

• Caltech via Abilene and Californian Research and
Education Network (CENIC).

6

tion
o ter-
in France based on IP over WDM.

6 The proof of concept was subsequently established by a
eam with CERN, SURFnet and University of Amsterdam staff
. Internet2 land-speed records

In order to stimulate research and experimenta
n high-speed high-latency TCP transfers, the In
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Fig. 5. Evolution of Internet2 land-speed records.

net2 project[11] created an international competition
for the largest bulk data transfers in four categories:
single or multiple TCP streams over IPv4 or IPv6. This
contest is known as theInternet2 Land-Speed Record,
or I2-LSR for short[12]. It was created in March 2000,
is still ongoing and is open (i.e., it is not limited to In-
ternet2 members). To take into account the difficulty
of achieving high throughput when sending data over
long distances, the unit of measurement for this con-
test is the Terabit-meter per second (Tbit m/s), that is,
the product of the end-to-end network distance by the
achieved throughput. Because of its relevance for Grid
applications, this contest has rapidly become of major
importance in the Grid networking community.

On seven occasions, the DataTAG testbed was used
by different teams to beat I2-LSRs in different cate-
gories.Fig. 5shows the evolution of the Internet2 land-
speed record since its inception.

6.1. Record 1: 27 February 2003

During phase 2 of the DataTAG testbed (see Sec-
tion4.2), the IPv4 Single and Multiple Streams records
were beaten with 23,888 Tbit m/s. The end-to-end net-
work distance was 10,037 km (between CERN in

Geneva and Level3’s Point of Presence in Sunnyvale,
California through StarLight in Chicago), and 1.1 TB
of data were transferred in 3700 s. Both end-hosts were
running the RedHat 7.3 Linux distribution and Linux
kernel 2.4.19. The data was sent using Iperf 1.6.5
with Jumbo frames (9000 Bytes). The team members
were Caltech, CERN, Los Alamos National Labora-
tory (LANL), and Stanford Linear Accelerator Cen-
ter (SLAC). The two end-hosts had Dual Xeon CPUs
clocked at 2.20 GHz and SysKonnect 1 Gbit/s Ethernet
NICs with patched drivers.

6.2. Record 2: 6 May 2003

During phase 3 of the DataTAG testbed (see Sec-
tion4.3), the IPv6 Single and Multiple Streams records
were beaten with 6947 Tbit m/s. The end-to-end net-
work distance was 7067 km (between CERN in Geneva
and StarLight in Chicago), and 412 GB of data were
transferred in 3600 s. The team members were Caltech
and CERN. Both end-hosts were running the RedHat
7.3 Linux distribution and Linux kernel 2.4.20. The
data was sent using Iperf 1.7.0. with Jumbo frames.
The two end-hosts had Dual Xeon CPUs clocked at
2.20 GHz and SysKonnect 1 Gbit/s Ethernet NICs.
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6.3. Record 3: 1 October 2003

During phase 4 of the DataTAG testbed (see Sec-
tion4.4), the IPv4 Single and Multiple Streams records
were beaten with 38,420 Tbit m/s. The end-to-end net-
work distance was 7067 km (between CERN in Geneva
and StarLight in Chicago) and 1.1 TB of data were
transferred in 1620.5 s. The team members were Cal-
tech and CERN. Both end-hosts were running the Red-
Hat 7.3 Linux distribution and Linux kernel 2.4.20. The
data was sent using Iperf 1.7.0. with Jumbo frames.
The sender end-host was an HP RX2600 workstation
with Dual Itanium2 CPUs clocked at 1.5 GHz, 4 GB of
RAM, and an Intel PRO/10 GbE LR NIC. The receiver
end-host had Dual Xeon CPUs clocked at 3.06 GHz,
2 GB of RAM, a SuperMicro X5DPE motherboard
with an E7501 chipset, and an Intel PRO/10 GbE LR
NIC.

6.4. Record 4: 11 November 2003

During phase 4 of the DataTAG testbed (see Sec-
tion4.4), the IPv4 Single and Multiple Streams records
were beaten with 61,752 Tbit m/s. The end-to-end net-
work distance was 10,949 km (between CERN in
Geneva and Los Angeles in California via StarLight,
Abilene, and CENIC), and 2.3 TB of data were trans-
ferred in 3600 s. The team members were Caltech and
CERN. Both end-hosts were running the RedHat 7.3
Linux distribution and the Linux kernels 2.6.0. The
d es.
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Both end-hosts were running the RedHat 7.3 Linux
distribution and the Linux kernel 2.6.0. The data was
sent using Iperf 1.7.0. with Jumbo frames. The sender
end-host was an HP RX2600 workstation with Dual
Itanium2 CPUs clocked at 1.5 GHz, 4 GB of RAM,
and an Intel PRO/10GbE LR NIC. The receiver end-
host had Dual Xeon CPUs clocked at 3.06 GHz, 2 GB
of RAM, a SuperMicro X5DPE motherboard with an
E7501 chipset, and an Intel PRO/10GbE LR NIC.

6.6. Record 6: 22 February 2004

During phase 4 of the DataTAG testbed (see Sec-
tion4.4), the IPv4 Single and Multiple Streams records
were beaten with 68,431 Tbit m/s. The end-to-end net-
work distance was 10,949 km (between CERN in
Geneva and Caltech in Los Angeles via StarLight, Abi-
lene, and CENIC), and 499 GB of data were trans-
ferred in 600 s. The team members were Caltech and
CERN. Both end-hosts were running Windows Server
200364-Bit Edition. The data was sent using the NTttcp
test tool (part of Windows 2000 DDK) with Jumbo
frames. Both end-hosts were 4U Intel Quad Itanium2
SR870BN4 Servers with Intel E8870 chipsets and PCI
buses clocked at 133 MHz in 64-bit mode. On the
sender, the NIC was a sender-s2io 10GE; on the re-
ceiver, the NIC was a receiver-Intel 10GE LR.

6.7. Record 7: 6 May 2004
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ata was sent using Iperf 1.7.0. with Jumbo fram
he sender end-host was an HP RX2600 worksta
ith Dual Itanium2 CPUs clocked at 1.5 GHz, 4 GB
AM, and an Intel PRO/10 GbE LR NIC. The recei
nd-host had Dual Xeon CPUs clocked at 3.06 G
GB of RAM, a SuperMicro X5DPE motherboa
ith an E7501 chipset, and an Intel PRO/10GbE
IC.

.5. Record 5: 18 November 2003

During phase 4 of the DataTAG testbed (see S
ion4.4), the IPv6 Single and Multiple Streams reco
ere beaten with 46,156 Tbit m/s. The end-to-end
ork distance was 11,539 km (between CERN
eneva and a booth at SC 2003 in Phoenix via StarL
nd Abilene), and 560 GB of data were transferre
200 s. The team members were Caltech and CE
During phase 4 of the DataTAG testbed (see
ion4.4), the IPv4 Single and Multiple Streams reco
ere beaten with 77,699 Tbit m/s. The end-to-end
ork distance was 10,949 km (between CERN
eneva and Caltech in Los Angeles via StarLight, A

ene, and CENIC), and 860 GB of data were transfe
n 970 s. The team members were Caltech and CE
oth end-hosts were running Windows Server 200
it Extended Systems Edition. The data was sent u

he NTttcp test tool (part of Windows 2000 DDK) w
umbo frames. The sender was a Newisys 4300 Q
MD Opteron Enterprise Server with AMD-8131 a
n S2io 10GE NIC. The receiver was an Intel Quad
ium2 SR870BN4 Server with the Intel E8870 chip
nd an S2io 10GE NIC.

Chasing such records may sound like a game
he underlying goal is of great importance for the
ure of data-intensive Grids. In particular, for CE
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and all the physicists in the world working on LHC
experiments, the LHC Computing Grid (LCG) will de-
pend critically on sustainable multi-gigabit per second
throughputs between geographically dispersed sites.

Running after the I2-LSRs records also showed that
against all expectations, and for the first time in the
WAN history, performance is now limited by the end-
systems and not by the network. In October 2003, New-
man said[13]: “This is a major milestone towards our
goal of providing on-demand access to High Energy
Physics data from around the world, using servers af-
fordable to physicists from all regions. We have now
reached the point where servers side by side have
the same TCP performance as servers separated by
10,000 km. We also localized the current bottleneck
to the I/O capability of the end-systems, and we ex-
pect that systems matching the full speed of a 10 Gbit/s
link will be common-place in the relatively near
future.”

7. Lessons learned

The main lessons learned since the DataTAG testbed
became operational in August 2002 are related to long-
term collaborations, remote operations, advance reser-
vations, and cooperation between users.

7.1. Long-term collaborations
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ing a production network, which changes rarely. For
instance, we learned that operating equipment located
7067 km away requires remote power cycling facili-
ties, to recover equipment when it hangs. Initially, we
thought that this would just be a nice feature and did
not fully appreciate that it was mandatory. We have
also learned how to store and retrieve remotely the in-
formation that Linux servers send to their console ports
during the boot sequence or when they crash. This, too,
was underestimated and proved to be necessary to de-
bug several problems in the end-systems.

7.3. Advance reservation application

In Section2.2, we mentioned that users wanted to
be able to have exclusive access to independently man-
aged parts of the testbed (for a maximum of 8 h in
a row, and up to several months in advance for ma-
jor events) via an advance reservation application. The
application that was developed at CERN was Web-
based and written in Java, which allowed users to ac-
cess it remotely and interactively via a nice Graphical
User Interface (GUI). After a few months of regular
use, we realized that GUI-based reservations were very
useful in a testbed environment, but production and
pre-production environments in fact require automated
reservations. To be able to deal with both, all the in-
teractions between our reservation application and the
outside world were done using the eXtensible Markup
Language (XML). However, elaborate locking and du-
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The success of the DataTAG testbed was due
arge extent to the quality of the pre-existing collabo
ive framework between CERN and Caltech, the lo
erm trust established between these two research
ers, and CERN’s experience in interacting with D
nd NSF. This was greatly beneficial to the DataT
roject as a whole, for it provided not only additio
anpower but also funding for testbed equipm
hich could not have been paid by the DataTAG pro
therwise.

.2. Remote operations

We have learned how to operate a WAN testbed
requently changes but needs to be as stable as pos
ERN and Caltech had a long experience in opera
roduction networks, but we realized that opera

ast-changing testbeds is quite different from ope
.

lication mechanisms still need to be put in place
ake this reservation application more robust when
sed simultaneously (by different users) in interac
nd unattended modes.

Another lesson learned with our reservation ap
ation was that it needs constant updates becau
he frequent changes in the setup of the testbed
xpected to change it from time to time, but the o
ead caused by these changes was grossly un

imated. More work needs to be done in the are
elf-discovery and self-adaptation.

.4. Cooperation between users

The policy for using the DataTAG testbed was t
ll users should strive to share this facility in a co
rative manner. Dealing with last-minute changes
verlaps proved reasonable when people knew on
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other. But problems appeared when the testbed was
opened to partner institutes: because these users never
saw the physical machines or the people working on
them, some were tempted to behave unreasonably. This
attitude caused frictions with users and administrators.
We have thus learned that the high availability of a
testbed can mislead some users to behave as if they
were dealing with a production infrastructure dedicated
to them. When such situations arise, users need to be
educated and reminded of a few principles governing
the use of a shared test infrastructure.

7.5. Others

Many other lessons were learned but we cannot de-
tail all of them here. They include the difficulty to
share resources with users working in different time
zones, switching to summer/winter time on different
days; the need to schedule several months in advance
high-visibility demonstrations at major events; the ne-
cessity to define policies and enforce them strictly; the
difficulty to connect the DataTAG testbed to the LANs
of high-visibility events, where administrators do not
always fully appreciate the constraints posed by the use
of state-of-the-art equipment; etc. A number of these
aspects are detailed in the deliverables of Work Pack-
age 1 of the DataTAG project[14].

8. Future prospects
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expect major cost savings to be achieved using layer-
2 rather than layer-3 equipment in environments that
do not require the complexity of layer-3. This may be
the case, for instance, withlambda Grids, when stati-
cally or dynamically provisioned high-speed intercon-
nections are provided at the site, cluster, server, or even
flow-level to fulfill the requirements of data-intensive
Grids.

Regarding the prospects for pushing the perfor-
mance of single stream TCP over IPv4 or IPv6 be-
yond 7 Gbit/s, it has been proved that the limitations
are currently due to the end-systems currently avail-
able on the market[16]. With the expected advent of
PCI Express chips (i.e., fast chips for the Peripheral
Component Interconnect bus), better 10 Gbit/s Ether-
net network adapters, faster CPUs and improved moth-
erboards in the near future, there is little doubt that it
will soon be feasible to push the performance of single
stream TCP streams closer to 10 Gbit/s, and thus the
I2-LSR above 100,000 Tbit m/s.

Finally, although the possibility to partition the
2.5 Gbit/s circuit into two independent 1 Gbit/s Eth-
ernet circuits proved very useful during phase 3 (e.g.,
to visualize the dynamics of different TCP stacks un-
der artificially generated packet-loss conditions), we
were unable, with the routers and switches at our dis-
posal, to configure these two 1 Gbit/s Ethernet circuits
as a single 2 Gbit/s circuit usinginverse Time Division
Multiplexing (TDM) or Gig-Etherchanneltechniques.
As a result, single TCP flows were always mapped to
t ing
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The possibility to have access to 40 Gbit/s WA
cross the Atlantic appears to be rather slim for
ext few years. Current estimates target 2009 fo
ide deployment of this new technology in WANs. A

esult, research and education backbones will prob
ave to remain several years at 10 Gbit/s.

The suitability of Force10’s 10 Gbit/s Ethern
AN–PHY solution has been successfully establis
y CERN, SURFnet, and University of Amsterd

15], first across the CERN–NetherLight circuit, a
ater across the NetherLight–StarLight circuit. As m

anufacturers (e.g., Cisco and Foundry) have now
ided to enter the 10 Gbit/s WAN–PHY market, we
ect that 10 Gbit/s Ethernet WANs will often provi
cheaper alternative to 10 Gbit/s SONET/SDH-ba
etworks in the near future, and will therefore beco
opular in the academic and research community
he same 1 Gbit/s Ethernet circuit, in effect limit
he performance to 1 Gbit/s per flow. Given these
rinsic limitations, and apart from the special case
ynamic Virtual LANs (VLANs) and Gigabit Ethern
n demand, it is rather unclear what the use case
igabit Ethernet-based Time Division Multiplexers

n the Grid community. The MPLS technology see
o offer a more flexible alternative.

. Related work

For the sake of conserving space, we focus on
ope in this section. Although the testbeds and netw
ere/are different in other geographical areas, s

ar conclusions can be drawn as to the availabilit
arge high-speed WAN testbeds for research purp
17].
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Because of the high telecommunication costs usu-
ally associated with the deployment of WANs, espe-
cially during the monopoly era (which lasted until 1998
in Europe), most network testbeds were deployed only
in Local Area Networks (LANs) or Metropolitan Area
Networks (MANs) for many years. There were few ex-
ceptions (e.g., in the late 1980s and early 1990s, the
network infrastructure of the Berkom project spanned
an entire region in Germany).

In Europe, the first international network testbed
was deployed in 1993–94 in the framework of
the Broadband Exchange for Trans-European Links
(BETEL) project [18]. During this one-year trial,
four 34 Mbit/s ATM links were deployed and op-
erated between France and Switzerland. This en-
abled, for instance, the distribution of services (SHIFT
project) between CERN in Geneva, Switzerland and
IN2P3 in Lyon, France. This infrastructure was
also used for teleteaching between the Swiss Fed-
eral Institute of Technology in Lausanne (EPFL),
Switzerland and Institut Eurécom in Sophia An-
tipolis, France. This testbed demonstrated the pos-
sibility of having broadband communications in
Europe.

Next, in 1995–1996, the JAMES network[19] was
provided by a consortium of telecommunication op-
erators. It consisted of a 34 Mbit/s ATM infrastruc-
ture similar to the one used in BETEL, but on a
much wider scale (many European countries were con-
nected). This testbed was notably used to support the
D
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settings in the production routers to measure their ef-
fect on traffic; we cannot change the network topology
several times per week to try out different scenarios,
etc. It should be noted that these limitations are, to a
certain extent, compensated by the fact that a wealth of
new services have been made available to users during
the lifetime of this project: Premium IP, Less than Best
Effort (LBE, known asScavengerin Abilene), layer-2
VPNs, layer-3 VPNs, etc. ǴEANT is, and has always
been, a production network offering state-of-the-art fa-
cilities.

The need for large-scale testbeds that can be bro-
ken and dedicated temporarily to only a few advanced
users (thereby allowing controlled usage and “unpol-
luted” performance measurements) has now been rec-
ognized by the European Commission, largely thanks
to the success encountered by the DataTAG testbed.
In the framework of the ǴEANT2 project, the Eu-
ropean research and education backbone that will
replace ǴEANT from 2005, a Europe-wide testbed
is expected to be made available to networking
researchers.

10. Conclusion

The DataTAG testbed has been at the forefront of
high-speed WAN technologies for over two years. To
the best of our knowledge, it was the first transoceanic
testbed with native 10 Gbit/s Ethernet access capabil-
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ANTE/TERENA TF–TANT experiments[20].
In 1997, the JAMES network was incorporated i

he Trans-European NetworkTEN-34 (TEN-34)[21]
roject and became the European research and e

ion backbone, interconnecting most countries of
uropean Union at 34 Mbit/s. This ATM infrastru

ure was later upgraded to 155 Mbit/s in the TEN-
roject [22], which ran from 1999 to 2001. TEN-3
nd TEN-155 both provided production networks w
trict availability and stability constraints; none of th
ffered WAN testbed facilities.

In 2002, TEN-155/JAMES was superseded
ÉANT [23], the current European research and
cation backbone, which operates at 10 Gbit/s. T

oo, is a production network that cannot be used
estbed: we cannot blast 10 TB of data over GÉANT
o see if a new transport protocol prevents other
lications from working; we cannot test creative Q
-

ties. The papers published in this special issue
lsewhere[24,25]show how precious this testbed h
een to researchers testing out new hardware and
are. Beating Internet2 land-speed records on m
ccasions proved that very high throughputs are

ainable over gigabit WANs. This is very good news
he Grid community, particularly for the data-intens
rid applications under development in High-Ene
nd Nuclear Physics.

More research is needed in this field, however.
rid networking research community still needs to
rove its understanding of how to structure and con
re the gigabit WANs that underpin Grids (e.g., we
till far from self-configuration and self-adaptatio
e also need to increase the efficiency of hig

ayer protocols (e.g., QoS-based routing or trans
rotocols) to allow applications to exploit most

he theoretically available bandwidth without hamp
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ing non-Grid traffic. Better middleware services have
to be designed and developed so as to hide the net-
work complexity (e.g., on-demand optical path setup
in lambda Grids) from Grid applications. All of this
work would be facilitated if the DataTAG testbed, or
similar high-speed high-latency transoceanic testbeds,
could be funded in the future.
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